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Abstract— We present feature selection algorithms for multi-
layer Perceptrons (MLPs) and multi-class Support Vector Ma-
chines (SVMs), using mutual information between class labels
and classifier outputs, as an objective function. This objective
function involves inexpensive computation of information mea-
sures only on discrete variables; provides immunity to prior
class probabilities; and brackets the probability of error of the
classifier. The Maximum Output Information (MOI) algorithms
employ this function for feature subset selection by greedy elim-
ination and directed search. The output of the MOI algorithms
is a feature subset of user-defined size and an associated trained
classifier(MLP/SVM). These algorithms compare favorably with
a number of other methods in terms of performance on various
artificial and real-world data sets.

Index Terms— Feature Selection, Support Vector Machines,
Multi-Layer Perceptrons, Mutual Information

I. INTRODUCTION

A supervised learning algorithm attempts to induce a deci-
sion rule from which to categorize examples of different

concepts by generalizing from a set of training examples.
A critical ingredient of a successful attempt is to provide
the learning algorithm with an optimal description of the
concepts. Since one does not a-priori know what attributes
constitute this optimal description, a number of irrelevant and
redundant features are recorded. Many learning algorithms
suffer from the curse of dimensionality, i.e. the time and
data requirements for successful induction may grow very fast
as the number of features increases [5], [12]. Unnecessary
features, in such a case, serve only to increase the learning
period. They add undesirable complexity to the underlying
probability distribution of the concept label which the learning
algorithm tries to capture.

John, Kohavi & Pfleger [12] discuss notions of relevance
and irrelevance that partition the set of features into useful
degrees of dispensability. According to their definitions, Ir-
relevant features do not participate in defining the unknown
concepts; weakly relevant features possess redundant infor-
mation and can be eliminated if other features subsuming
this information are included; and strongly relevant features
are indispensable. Given the task of selecting

�
out of �

features, as
�

is decreased one expects an ideal selection
algorithm to first discard irrelevant features, then redundant
features and finally start eliminating the strongly relevant
features according to the strength of their relevance. While this
is desired, it usually cannot be directly implemented as these
properties of features are hard to determine a-priori. Thus
the model selection problem (how many features) is usually
driven by external constraints like building compact classifiers,

data availability constraints or need for visualization in lower
dimensions. In this paper we address the problem of which
features to select, given a model selection (number of features).

In this paper, we are concerned with developing
information-theoretic methods to address the optimal feature
subset selection problem. Guyon & Elisseeff [9] review
several approaches advocated in machine learning literature.
In the filter approach, feature selection is independent of the
learning algorithm. Many filters detect irrelevant features by
estimating the importance of each feature independent of other
features [13], [15]. Other filters perform a more complex
search over multiple features in order to additionally identify
and eliminate redundancy [1]. In the wrapper approach, the
objective function for selection is a measure of classifier
performance. Wrappers typically involve expensive search
routines and are considered superior because they incorporate
the inductive bias of the classifier [12].

Several information-theoretic solutions to this problem have
been proposed and may also be categorized as described
above. Filters like Information Gain, routinely used on very
high dimensional problems like text classification [28], use
mutual information �������
	���
 between a single feature ��� and
the class variable � , to estimate the relevance of feature � � .
Yang & Moody [27] select the two features that maximize
the joint mutual information �������
� � 	
����
 over all possible
subsets of two features and class labels. For optimization over
more than two variables, search heuristics are used. Battiti [1]
proposes an algorithm called Mutual Information Feature
Selection (MIFS) that greedily constructs the set of features
with high mutual information with the class labels while trying
to minimize the mutual information among chosen features.
Thus, the ����� feature ��� included in the set, maximizes����������
������ �� "!��# � �����$�
� � 
 over all remaining features �
for some parameter � . The Maximum Mutual Information Pro-
jection (MMIP) feature extractor, developed by Bollacker [2],
aims to find a linear transform by maximizing, at each step,
the mutual information between the class variable and a single
direction in the feature subspace orthogonal to previously
found directions. The Separated Mutual Information Feature
Extractor (SMIFE) is a heuristic where a matrix of joint
mutual information between class variables and each pair of
features is constructed. Following an analogy with Principal
Component Analysis (PCA), the eigenvectors of this matrix are
found and the principal components are then used for feature
transformation.

We observe two shortcomings of these methods: Firstly,
any mutual information computation involving continuous fea-
tures demands large amounts of data and high computational
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complexity. Not only are features typically continuous, they
will be highly numerous in problems of interest in feature
selection. Secondly, all these methods are in the vein of
the filter approach. Their objective functions disregard the
classifier with which the selected features are to be used. As
pointed out in [1] “... there is no guarantee that the optimal
subset of features will be processed in the optimal way by the
learning algorithm and by the operating classifier.”

In this paper, we address both these shortcomings simul-
taneously. We formulate an information theoretic objective
function that involves computation of mutual information only
between discrete random variables. This objective function
is the mutual information between the class labels and the
discrete labels output by the classifier. Since, in a typical
classification task, the number of classes is much smaller
than the number of features, this suggests substantial gains in
efficiency. We discuss theoretical justifications for using such
an objective function in terms of upper and lower bounds on
the error probability of the classifier, as well as justifications
in terms of its merits as a performance evaluation criterion.

This objective function is used to design wrappers to
select

�
features out of � for learning multi-layer Percep-

trons (MLPs) [18] and multi-class Support Vector Machines
(SVMs) [26]. Since the objective function is the mutual in-
formation between class labels and the output of the classifier,
the class of algorithms we present are called Maximum Output
Information (MOI) algorithms. Indirect feature crediting is
achieved through an output side entropy evaluation. The MOI
wrapper algorithm, implemented for both SVMs (called MOI-
SVM) and MLPs (called MOI-MLP), then conducts a directed
search by iteratively refining the feature subset. It aims to
discover a subset with which the classifier delivers maximum
information via its output. The maximization of output in-
formation may be seen as an extension of Linker’s Infomax
principle [14]: Each layer of a multi-layered perceptual
network should strive to transmit maximum information about
its input to the next layer. The principle is now being applied to
the classifier as a whole, since we are interested in evaluating
a trained classifier. A key difference is that the information
measured here is information in the classifier output specific
to a desired task. It may be noted that Linsker’s approach in
[14] was meant for unsupervised learning, where there could
be no task specific measures.

Additionally, we utilize the applicability of SVMs on very
high dimensional classification problems, to design two vari-
ants of MOI based on greedy elimination. The sparsity of the
SVM solution is exploited in all these schemes.

The results presented in this paper illustrate the performance
of these algorithms on artificial and real-world data sets. Ex-
perimental comparisons are made with several other methods
for feature selection.

II. AN INFORMATION THEORETIC OBJECTIVE FUNCTION

We consider the standard setting of the problem of pattern
classification: A pattern drawn from a set %&�(')%*!,+.-/-0-0-
+1%32 ),
constructed from the � features 45%��
	
�6'879-0-0- �;: , is associated
with a category whose label belongs to the set <='>4?7?	A@B	C-/-0-ED�: .

When given a training sample consisting of a finite number of
pairs of patterns and corresponding class labels (drawn accord-
ing to the underlying unknown joint probability distributionF6GIHBJ

), the supervised machine learning framework aims to
discover a function KMLN%PO < , from a hypothesis classQ

of functions, that exhibits good generalization on unseen
patterns. Let � , �,R ( 'SK6��T,
U	
TWVW% ) be the discrete random
variables over < describing the unknown true label and the
label predicted by the classifier respectively. (Note that discrete
labels are often obtained from real-valued outputs. We include
this operation as part of the classifier.)

Let X be a subset of features, i.e, XZY[4C� ! 	
��\9-/-0-/-0- � 2 : .
Let

Q^]
denote the restriction of

Q
on G, i.e, the class of

functions in
Q

that map X to < . The optimization problem
we would ideally like to solve, for selecting K features out of
N, is the following:K"_]a` ' b�ced]6fhg ]ig #"j b�cedR9kml�n �������A��Ro
 (1)

where �����^���,Ro
 is the mutual information between � and �"R .
Since this is the average rate of information delivered by the
classifier via its output, we refer to this quantity as classifier
output information and sometimes also denote it by �5R , in
subsequent discussion.

The inner maximization constitutes the problem of training a
classifier, for a given set of input features. This is usually done
such as to minimize a training objective function related to the
error rate of the classifier, while the criterion above calls for an
information maximization. This section deals with the relation
between these two measures (probability of error and output
mutual information) and the rationale for substituting one
for the other. The outer maximization deals with the feature
selection problem, once again with an information theoretic
approach. This will be addressed in the next section. Note
that an optimization over

�
, the model selection problem,

has been omitted as it is often dependent on external factors
like data availability and resources available for implementing
the classifier. We now discuss the estimation of �������A�pRq
 on a
labeled data set and then argue in favor of such an information
theoretic evaluation.

A. Estimation of Output Information

Given a classifier K and a labeled data set, we may estimate
the information delivered by the classifier about the unknown
class label as follows: Let r <sro'=D be the number of classes;
Let tNR be the confusion matrix, where u � � is the number of
times over the labeled data set, an input pattern belonging to
class � is classified by K as belonging to class v . Clearly, the
diagonal elements u �0� represent all the correct classifications
while the off-diagonal terms represent the errors. Note that
in what follows a summation over � is a sum over values of� , i.e., over various rows of a given column of the confusion
matrix. Similarly, a summation over v is a sum over values of� R , i.e., across various columns of a given row of the confusion
matrix. Both variables are summed from 7w-x-C-�D . yW' � � � uC� �
is the total number of input samples. It is possible to estimate
all relevant probabilities using this Dz+{D matrix t R in order
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to estimate �������A� R 
 as follows:|F ���S'}�~
�' � � ux� �y|F ��� R '$vq
�' � � u � �y|F ���S'��Ur �,RN'$vq
�' u � �� � uC� �
where

|F ����'=�~
 is the empirical prior probability of class � ;|F ���,Rs'�vq
 is the frequency with which the classifier outputs
class v , and

|F ����')��r ��R�'}vq
 (more conveniently written as|F � � ) is the empirical probability of the true label being class� when the classifier outputs class v . The relevant empirical
entropies are now given by:|� ����
�' � � � |F ���S'��~
q�0�9��� |F ���S'��~


|� ����r ��R�'�vq
�' � � � |F � �"�0�9� |F � �|� ����r ��Rq
�' � � |F ����Rs'$vq
 � ����r ��Rs'$vq

and the estimated value of the mutual information between
class labels and classifier output is given in terms of above
entropies, simply by

|�����^��� R 
w' |� ���N
�� |� ����r � R 
 . Note that
this mutual information computation involves only discrete
variables that typically assume a small number of values.

B. Merits as an Evaluation Criterion

We now consider, briefly, the way output information���������,Ro
 (or more conveniently �CR ) differs from two widely
used criteria, the root mean square error (RMSE) and clas-
sification accuracy (CA). The RMS error is very sensitive to
the margin by which a misclassification occurs and is often
dominated by outliers. It also penalizes correct classifications
if the output values do not exactly match the labels. It is
this graded nature of the RMSE that makes it a desirable
objective function for training but a bad choice for classifier
performance evaluation. On the other hand, both �5R and CA
are sensitive to the number of misclassifications irrespective
of the margins. This makes them insensitive to the outlier and
the residual error problem, at the cost of making both non-
differentiable functions of the classifier (e.g, MLPs or SVMs)
parameters.

There are two other significant differences between � R on
one hand and both RMSE and CA on the other hand. � R takes
into account the input sampling bias, i.e., the fact that all
classes are not equally likely a-priori. In real applications, it
is quite likely that there will be fewer data points for certain
classes. For such problems, classifiers can often reduce their
initial RMSE, or improve their initial CA, by learning to ignore
the smaller classes. �CR , as an evaluation criterion, is immune
to biased input samples (though it does not in any way solve
the problem of training a classifier with such biased data).

The second major difference is the sensitivity of � R to the
pattern of errors. Neither RMSE nor CA take into account
the distribution of errors across various classes. This is a

significant issue for problems with a large number of classes.
Consider the confusion matrices for three class problems given
below.

(a) (b) (c)�9���
1 2 3 1 2 3 1 2 3�{�

1 15 0 5 16 2 2 1 0 4
2 0 15 5 2 16 2 0 1 4
3 0 0 20 1 1 18 1 1 48

The classification accuracy for all cases is �9�o�e�?�='��9�q� .� ���N
 for case (c) is 0.82 bits indicating little prior uncertainty
as compared to

� ����
�'�79-E�m� bits for cases (a) and (b)
where the three classes have equal prior probability involving
20 examples in each. The observer can demonstrate good
accuracy even without the classifier in (c) by labelling all
instances as class 3. As the confusion matrix shows, even
without constructing good decision boundaries for class 1 and
class 2, the classifier achieves a high classification accuracy.
However, � R ���x
�'}��- �?� bits indicating that the underlying clas-
sification task has not been solved by the classifier, whereas�xR����B
='P��-  ?� bits and �CR��(¡�
='¢��-E£m� bits. The classifier
performs better on (a) because with the information that
the classifier has output class 1 or 2, the observer can be
confident about the true class of the input. In (b), when the
classifier outputs class 1 or class 2 it maintains slightly greater
uncertainty than (a) by sometimes also claiming for patterns
of other classes. Notice that even though in (b), the classifier
output 3 is more reliable than that in (a), the classifier overall
performs better in (a) on account of greater reliability of its
class 1 and class 2 outputs. Information measures tend to put a
high premium on certainty. The third example, (c), shows how� R ' � ����
B� � ����r � R 
 takes into account, through the

� ����

term, the input distribution in determining the performance of
a classifier.

Consider a hypothetical binary classifier that classifies all
instance of class 7 as class @ and vice versa. Such a classifier
has nil accuracy but delivers the very useful information that
its output implies the other class with no uncertainty. This
classifier can be well utilized by a sentient observer who
does not take the output at face value, but rather uses the
information it delivers. The formulated objective function �5R
is capable of taking this into account and is unique in this
respect to the best of our knowledge.

Finally, we compare � R to another information theoretic
objective function - the output cross entropy [20], [3]. This
measure is actually closer in spirit to the RMSE than � R . It
measures the extent to which classifier outputs have converged
to desired outputs, i.e., the residual approximation error. It does
not depend on classification accuracy or the actual pattern of
misclassifications. Due to its dependence on the approximation
error, the output cross entropy is a differentiable function of
the classifier parameters. In a similar vein, one may look
for a differentiable approximation of ��R . In this paper, a
different approach is used. The non-differentiable �5R is used
for evaluation, a differentiable approximation (like MSE for
MLPs) to classifier error rate is used for training, and a link
is established between the two to show that minimisation of
error rate would lead to an approximate maximization of � R .
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C. Relationship to Error Probability

Information-theoretic inequalities have been derived, that
establish a strong connection between the objective function
described above and the performance of the classifier in terms
of its error rate. Erdogmus and Principe [6] provide a family
of upper and lower bounds on the misclassification probabilityFa¤ �(Kp
 of a classifier by applying Jensen’s inequalities in
conjunction with Renyi’s definitions of entropy and mutual
information [16]. The tightest upper and lower bounds in this
family involve only Shannon’s definitions [21], and are as
follows: Fa¤ �(Kp
P¥ � ����
a�;�������A��Rq
a�W¦§� Fa¤ ��Kp


¨�©�ª ��r <sre��7�
 (2)F ¤ �(Kp
P« � ����
a�;�������A��Rq
a�W¦§� Fa¤ ��Kp


bs¬0­ � � ���^r ®o	��,RN'���
 (3)

where ¦§� F6¤ ��Kp
�
 is the binary Shannon entropy 1;
� ���zr ®o	��,RN'��
 is the (Shannon) entropy of the distribution over erroneous

classes given that the classifier incorrectly outputs class � .
Note that the lower bound is the familiar Fano bound [7]
whose extension to an upper bound is made possible via
Renyi’s definitions. The bounds can be suitably modified to
exclude terms involving

F¯¤ ��Kp
 and to be applicable to 2-
class problems [6]. Thus, the information transferred by the
classifier �����^��� R 
 , brackets its error rate from above and
below.

Conversely, the error rate also brackets the quantity
� ���N
m�������	A��Ro
 . In particular, (2) may be rearranged as a lower bound

on �CR , other terms remaining constant. The denominator term
prevents (3) from being used as an effective upper bound
on � R . One may consider the denominator to be highlighting
the fact that it is possible to deliver useful information about
the class labels without being accurate. Thus a low error rate
guarantees a high information rate but a high error rate does
not rule out a high information rate.

The extended Fano inequalities (2) , (3) theoretically con-
firm the intuition that a classifier, optimal in the sense of
minimum error, maximizes the mutual information �������A� R 
 .
Since typical training objective functions (like MSE in MLPs
and margins in SVMs) attempt to achieve minimal error rates,
it is justifiable (in that sense) to also use the minimization of
training objective functions to maximize ��R .

III. FEATURE SELECTION BY MOI

We now describe the components of the MOI algorithms
that heuristically solve the optimization problem (1). First,
note that the inner maximization in (1) requires training
classifiers with �������A� R 
 as the objective function. Since this
function is not differentiable with respect to classifier param-
eters, this problem cannot be solved without resorting to non-
differentiable optimization techniques like genetic algorithms.
Differentiable substitutes such as cross-entropy [3], [20] may
be used instead. However, in this paper, our approach is to
approximate the optimization process rather than approximate

1 °q±/²9³�´�µ"²"¶E·U¸�²1µ�±�¹§µº²9³C¶E·U¸e±�¹§µº²9³

the objective function. This is done by replacing (1) by the
following problem:K _] ` ' b�cmd]af/g ]�g #"j �����i	�� R `n 
 (4)

where K _] is a classifier that has been trained using any
convenient training objective function with the feature setX . The trained classifier is evaluated according to its output
information. In this paper, we are concerned with multi-layer
Perceptrons (MLPs) and multi-class Support Vector Machines
(SVMs). The training objective function for MLPs is RMSE
and its minimization is performed using the popular error
back-propagation algorithm [18]. For SVMs, a quadratic
optimization problem is solved in order to maximize the
margin of separation between examples of two classes either
in the original input space or in an implicitly mapped higher
dimensional space by the use of kernel functions [19], [26].
A common strategy to construct multi-class SVMs is the
one-against-rest approach where a binary SVM is trained to
separate each class from the other classes. A test example is
labeled according to the maximum output among the binary
SVMs [19].

Since the complexity (e.g as measured by VC-dimension
[26]) of MLPs is proportional to the number of weights in the
network [5], a large number of irrelevant features construct
complex networks that may overfit the data and also make
the training algorithm more prone to local minima. SVMs
on the other hand, are claimed to be able to overcome the
curse of dimensionality by maximizing the margin globally.
Additionally, the SVM solution is sparse, involving a small
subset of the training data [19], [26].

Such differences motivate different strategies for feature
selection in MLPs and SVMs. Whereas training MLPs in
lower dimensional feature spaces is preferable, intuitively, the
capability to generalize well in very high dimensional spaces
suggests that irrelevant features are implicitly identified in
SVMs. This provides a motivation to use SVMs for fea-
ture selection, as well as to apply such selection procedures
to improve their own performance. Also, non-linear feature
selection via different kernels may be attempted. Feature
selection may utilize only the relevant examples as discovered
by the SVM training to construct a subset of relevant features.
The MOI algorithms described below attempt to utilize these
facts about the nature of the classifier.

A. Information Backpropagation

The problem of feature selection as formulated in (4) aims to
select a feature subset of required size

�
from a full set of �

features. Starting from a K-sized feature subset X , K _] in (4) is
obtained by training the classifier using the features in X . We
use error backpropagation in MLPs and margin maximization
in SVMs, briefly mentioned above. These trained classifiers are
evaluated by their output information. In order to perform the
maximization of output information in (4), over all possible
subsets of size

�
, we need to formulate a directed search

algorithm that iteratively refines X . For this purpose, we need
a reasonable heuristic to assign, to each feature in X , suitable
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credits for the information delivered by the classifier trained onX . This is done by the information backpropagation heuristic
described in this section.

We visualize a trained classifier as transmitting information
across multiple layers of components; starting from the input
layer containing features to the output layer containing class
indicators; one of which fires when the classifier is shown
a pattern. The class indicators may be output neurons in an
MLP or individual binary SVMs in a multi-class SVM. We
measure the information transmitted by the trained classifier by
evaluating it on a test set and computing � R from the confusion
matrix as described in Sec II(B). We then back-propagate this
information measure across the layers of components of the
classifier using a heuristic to measure how each component
contributes to the information flow. At the end of this credit
distribution, we obtain an estimate of the contribution made
by each feature.

Credit Assignment for Class Indicators: It is desirable
that the information credited to each class indicator be such
that (a) It reflect the difference in a-priori uncertainty (prior
to observing the output of the class indicator) and a-posteriori
uncertainty (after observing the output of the class indicator).
(b) It reflect the frequency of firing of the indicator. (c) The
sum of credits across the indicators should add up to �5R . The
first condition ensures that class indicators that fire only for
patterns of a particular class are given more credit. Class
indicators firing for patterns of multiple classes cause observer
uncertainty. The second condition ensures that rarely firing
class indicators get less credit. Such indicators might be either
specializing in rare classes or failing to fire even when the
input pattern is from their class. The third condition is a
normalization constraint.

The usefulness of the knowledge of the firing of a particular
indicator can be measured relative to a hypothetical worst case
indicator whose firing only maintains maximum uncertainty
about the actual class. The uncertainty associated with such
an indicator is

¨�©�ª r <sr . The uncertainty about the class of a
pattern given that class indicator v has fired is

�^» ���zr �,R�'�vo
 .
Thus the usefulness of this indicator measured relative to the
worst case indicator can be written as :�A�¼'}�CR F ����RN'½vq
����/�?�¼r <sr5� ��» ���^r ��Rs'$vq


� � F ��� R '��~
����/�?�Ir <�re� � » ����r � R '��~


 (5)

Each of the quantities involved can be easily estimated from
the confusion matrix. Note that we have dealt with the issue
of a-priori uncertainty of a class indicator, which is not well-
defined, by taking it to mean uncertainty prior to training.
Intuitively, this would imply the worst-case class indicator as
used in the crediting above. This also ensures non-negative
credits; and zero credits for worst-case performance. Thus, the
individual binary SVMs in a multiclass SVM or the output
neurons in an MLP are credited for their contribution to
information flow according to (5).

Credit Assignment for Features: Backpropagating infor-
mation further,we need to distribute credits across the next
layer of components of the classifier. For SVMs we regard this
layer to be the features themselves; for MLPs, this layer is the
outer hidden layer. We are again guided by two considerations:

(a) Credit assigned to a component must be proportional to the
degree of influence it has on the components it connects to.
(b) Credits must be normalized to add up to � R .

This is implemented differently for SVMs and MLPs. Since
the generalization performance of an SVM is deeply related
to its margin [26], we compute the degree of influence of a
feature on an SVM, by the sensitivity of the margin of the
SVM to the feature. The squared reciprocal of the margin of
an SVM is given by:¾ \ ' � � �$¿ � ¿ �xÀ � À5� � ��ÁT � 	3ÁT���

where ¿ � is the Lagrange multiplier and À � is the label
corresponding to the ����� support vector ÁT � ; and

�
is the

kernel function used [26], [19]. We compute the derivative
based sensitivity to feature D in the following manner:ÂNÃ � ¾ \ 
�'=� � rA� � ¿ � ¿ � À9��À ��Ä � �,ÁT���	3ÁT � 
Ä T Ã� r (6)

where T Ã� is the Dq��� feature in ÁT � . We may now perform the
normalization step. Feature D can be credited for the overall
information flow according to:� Ã '=�?ÅÇÆ,� Å Â ÅÃ��È Â ÅÈ"É (7)

where Ê indexes the SVMs and Ë indexes the features;
Â ÅÈ

is computed from (6) for feature Ë and SVM Ê ; and the
information credit � Å of the Ê ��� SVM is calculated from (5).
Recall that �xR in (5) is the output information of the multiclass
SVM.

For multi-layer perceptrons, information backpropagation
is performed across the multiple hidden layers. Consider the
neuron Ì in the layer indexed by v and let the layer being fed
by this layer be indexed by D . Denoting the output of a neuron
in layer D as Í Ã and the weight of the interconnection between
neurons D and v as ¾ Ã � , we define the credit for neuron Ì as:�xÎ ' � Ã Æ � Ã - r � Ã Î r� � r � Ã �qr É (8)

where we use the covariance � Ã � '8Ï ©5Ð ��Í Ã 	 ¾ Ã � -EÍ � 
 as the
sensitivity measure. After using (5) to determine the credit
for each output layer neuron, one can use (8) to recursively
compute the credit for neurons in the non-output layers. In the
end, the layer containing the features is credited.

Note that we have assumed that components in a layer
are delivering mutually independent information so that fea-
ture crediting involves simple additive arithmetic. To capture
dependence between connected components, it would be ap-
propriate to compute their mutual information, given that we
have committed to use information measures. Instead, we have
used simple derivative and covariance based sensitivity so as
to be consistent with the objective of avoiding discretization
of continuous variables; and also to utilize the sparsity of the
SVM solution (which makes Eqn (6) involve very few training
patterns i.e only the support vectors). The error incurred in
ignoring the correlation between intra-layer components is
corrected to first order by the requirement of normalization
in each layer.
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B. Algorithms

The Information Backpropagation heuristic described above
guides the directed search required to perform the maximiza-
tion in (4) by projecting the output information �����^��� R `n 
 onto
the individual features in X . We now describe the algorithms
that perform this directed search, in increasing order of their
complexity. Let %Ñ'Ò4��^!5	
� \ 	C-/-0-/-0	
��2N: denote the full set of
N features;

Â � ÅÔÓ �0Õ denote the training data set;
Â � ¤~Ö � denote

a test data set;
Â � ÅÔÓ �/Õ ��Xº
 , and

Â � ¤~Ö � ��Xº
 denote the training
and test data sets restricted to the features in the subset X .

Algorithm 1 MOI Pseudo-Wrapper for SVMs
Require: : �s× � «�� ;

Â � ÅÔÓ �/Õ ; Â � ¤~Ö �
1: Train multi-class SVM on

Â � ÅÔÓ �0Õ . 4 Train using all N
features. This identifies the support vectors and corre-
sponding Lagrange multipliers for each binary SVM. :

2: Estimate its �xR on
Â � ¤~Ö � .

3: Assign Credits to each binary SVM by (5).
4: Assign Credits to each feature by (7).
5: Return best K features according to these credits.

Algorithm 2 MOI Backward Elimination Wrapper for SVMs
Require: �s× � «�� ;

Â � ÅAÓ �0Õ ; Â � ¤~Ö �
1: INITIALIZE: X>'=%Ø4 G is initialized as the set of all N

features :
2: while r X�rBÙ � do
3: Train multi-class SVM on

Â � ÅÔÓ �0Õp��Xº
 .
4: Estimate its � R on

Â � ¤~Ö � ��Xº
 .
5: Assign Credits to each binary SVM by (5).
6: Assign Credits to each feature by (7).
7: Eliminate worst feature according to these credits, i.e,

G=G- 4 X : where X receives least credits in step 6.
8: end while
9: Return the multi-class SVM trained on the current feature

subset.

The MOI-Pseudowrapper (MOI-P) algorithm (Algorithm 1)
relies on the ability of SVMs to generalize well in high
dimensional spaces. The multi-class SVM is trained on the
full set of features. The amount of information it delivers
about the class labels using the full feature set, is estimated
over a test set. Feature credits are obtained by information
backpropagation. These credits are used as relevance estimates
similar to a filter. Thus, no search routine is employed and
the complexity of this algorithm is roughly the complexity
of training a single SVM on the full feature set. In our
experiments, we have used this scheme as a filter for SVMs
themselves.

The MOI Backward elimination (MOI-BE) algorithm (Al-
gorithm 2) implements the pseudowrapper approach recur-
sively. At each step, the worst feature is eliminated and an
SVM with one less feature is trained. Since, the algorithm uses
better estimates at each step, we expect it to out-perform the
filter approach. On the other hand, since features are greedily
eliminated with no back-tracking, an incorrect elimination can
be immensely harmful down the recursion. Neither of these

Algorithm 3 The MOI Wrapper for SVMs and MLPs
Require: ��× � «�� ;

Â � ÅÔÓ �/Õ ; Â � ¤~Ö �
1: INITIALIZE: G 4 A randomly selected subset of size K.

For SVMs we use the MOI-P for initialization. :
2: INITIALIZE: RESET=0
3: Train the classifier (MLP or SVM) on

Â � ÅÔÓ �/Õ ��Xº
 .
4: Estimate its �CR on

Â � ¤~Ö � ��Xº
 .
5: If performance is satisfactory go to EXIT.
6: Obtain credits for each feature by information backprop-

agation.
7: If X gives the best performance so far, set

|XZ'�X and
RESET=0.

8: If there are untested features Replace the least informative
current feature (according to the current credits) by the
next untested feature.

9: If all features have been tried once - Determine (a) the
best feature not currently being used and (b) the worst
feature currently being used.

1) If Credit(a) Ù Credit(b) : replace feature (b) by (a)
in X and go to Step 2.

2) If Credit(a) × Credit(b) and
|X>'�X go to EXIT.

3) If Credit(a) × Credit(b) and
|XÛÚ'ÑX - set XÜ' |X

and RESET = RESET+1.

10: If RESET=2 go to EXIT else Go to Step 3.
11: EXIT: Return the multi-class SVM trained on the current

subset.

two wrappers are feasible for MLPs since they rely on the
performance on the full feature set. This algorithm involves
training ���Ý� �ßÞ 75
 multi-class SVMs with decreasing
dimensionality. It may be desirable to eliminate more than
one feature at each step of the recursion when dealing with
very large data sets.

The MOI algorithm (Algorithm 3) trains classifiers with
�

-
features. Thus, it is suitable for feature selection in MLPs also
when K is small enough. This algorithm has a back-tracking
component and specializes in searching the space of subsets of
size K , guided by information backpropagation. It is therefore
expected to out-perform both the previous approaches. The key
steps of this directed search are Steps 3, 4 and 9(1). The rest
are initialization and exception handling activities. For SVMs,
the initial K-feature subset is constructed by the pseudo-
wrapper, whereas for MLPs we initiate randomly. Untested
features are given preference initially so that all features can
be credited. The directed search makes sense only after this
has been achieved. The search may terminate prematurely
only if a satisfactory classifier gets trained even before all
features have been tried. At each iteration only

�
features

have their credits updated. This means that the feature credits
are updated asynchronously (with respect to each other). The
credit associated with a feature depends on the choice of other� ��7 features used when it was last selected. The choice of
a new subset X , based on these current feature credits, is thus
only a good guess. The performance of the classifier trained onX is not guaranteed to be better than the previous. Therefore
the

|X is required to give MOI the ability to backtrack if stuck
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in a X inferior to some previous subset X . The RESET counter
ensures that the algorithm terminates with that best set if it is
stuck in a limit cycle. The MOI algorithm needs to train atmostà ���M� �áÞ 7�
 � -feature classifiers in order to converge. In
the worst case there will be �Û� �âÞ 7 iterations to test
every feature once, another �ã� �äÞ 7 iterations after the
first reset in which a new

|X is found and @����Ç� �åÞ 7�

iterations to exit after being reset twice to this new

|X . In
most cases, it requires far fewer iterations – usually less than@������ �WÞ 7�
 . Each iteration requires the classifier to be trained
on the current feature set. As stated before, the selection of
the training objective function and training algorithm is made
extraneous to MOI by the approximation (4) and outside the
scope of this paper.

The computation of �������A� R 
 , being based on only r <�r \
numbers, is inexpensive. The Information backpropagation
step needs to run once per iteration, on the trained classifier
only. The computation of all the covariances for MLPs can be
achieved in a single pass through the test data set; whereas
computation of the derivative based sensitivity for SVMs
requires a pass over the small set of support vectors. Thus
the computation cost per iteration is dominated by the cost of
training a

�
-feature classifier. In [10], the cost of training

a
�

-feature MLP was (empirically) found to vary as
�;æ

.
This cubic dependence on input dimensionality makes MOI-
MLP computationally attractive vis-a-vis wrappers that require
training of networks with � features before pruning down
to
� ×Z� [11]. The cost of training an SVM is linear in

dimensionality [19]. Thus, the complexity of MOI-SVM and
MOI-BE are comparable.

IV. EXPERIMENTS

The MOI algorithms were tested on several standard data
sets. Detailed results on 2 artificial datasets are presented
to illustrate the behavior, strengths, and weaknesses. Specific
aspects are analyzed and comparisons are made against several
other methods on real world data sets.

A. Artificial Data Sets

1) Corral: The Corral problem is an artificially constructed
problem created to test decision trees [12] and other feature
selectors. [4] discusses the relative merits of several feature
selection algorithms on this insightful problem. There are six
features (all binary) and one binary class variable. The class is
defined in terms of the first 4 features as a boolean function.
The fifth feature is irrelevant. The sixth feature is correlated
to the target, matching it in 75% of the data points.

For
� '[� (all features), information back-propagation is

performed once. The point of interest is to see the credit as-
signed to the six features. The average information credited to
the six inputs by MOI-MLP over 4 random initializations are��-E@B75£B	���- @9� à 	A��-E@9@?@B	���-/75£9£o	A��- �m�9�B	A��- �m�9� . The credits assigned
by MOI-SVM (Gaussian Kernel, width parameter çZ'¢7 )
are ��-07C� à 	���-/7e£m��	���-075£m��	A�B-/7� m��	A�B-07 à ��	��B-0797x� The four relevant
features are clearly credited more than the last two. Thus given
all the features, MOI-MLP and MOI-SVM are able to rank the

highly correlated sixth feature and the irrelevant fifth feature
as lower than the first four (relevant) features.

For
� '=� (reject one), the point of interest is to see which

input is rejected. The relevant features are always selected
for both MOI-MLP and MOI-SVM. Of the six possible
initializations for MOI-MLP, feature 5 is rejected five times
(leading to 95.3% performance on the validation set) and
feature 6 once (100%). For MOI-SVM, the initialization by
MOI-P causes it to reject feature 6 with 100% performance
on the validation set.

For
� ' à , we find MOI-MLP and MOI-SVM to always

converge to the set of relevant features (irrespective of the
initialization for MOI-MLP). The credits assigned to features
5 and 6 by information backpropagation are more distinctively
lower than those assigned to the relevant features.

For
� '=@ , the optimal selection should be 4 1,2 : , 4 3,4 : or4 X,6 : . It can be shown that in each case a 75% performance

should be achievable. However, due to bias in the output, it is
actually possible to achieve higher than 75% accuracy based
on 4 1,2 : or 4 3,4 : . The results for MOI-MLP with all possible
random initializations of 2-feature sets is as follows. The sets4 1,2 : or 4 3,4 : are picked 9 times, 4 X,6 : is picked in 4 cases
and 4 1,4 : is picked in two cases. The accuracies achieved are
81.3%, 78.1% and 68.8% on the validation set. On the other
hand, MOI-SVM as initialized by MOI-P, again converges to
a best set 4 3,4 : .

For
� 'è7 , both MOI-MLP and MOI-SVM converge on

the sixth input achieving a 75% accuracy. For the
� 'ß7

case, this is in fact the (unique) optimal choice. In iso-
lation, none of the four relevant features can predict the
output better than chance. The information credits assigned
to the six features, for both MOI-MLP and MOI-SVM, are��-07C�o�B	A��-07C�?��	���-/7��?�B	A�B-07C�9��	��B- �9�m��	��B-07C�9� . All four relevant fea-
tures are equivalent, the irrelevant feature is useless and the
correlated feature is the best.

The Corral problem illustrates the ability of MOI to pick
good subsets for various

� «}� . The process of elimination
begins with the irrelevant and redundant features, but it can
continue beyond that if required. The second key point illus-
trated is that the context dependency of the credits associated
with the features is desirable. The difference in credits for� 'é��	 à 	C7 reflects the utility of each feature in the context
of obtaining an optimal classifier with ��	 à 	x7 features. The
correlated feature (feature 6) is useless but benign for

� 'ê� ,
its inclusion is harmful for

� ' à and it is the best input for� '[7 . Another interesting observation is that MOI-SVM is
always well initialized by MOI-P on this problem.

We now compare the behavior of MOI-P, MOI-BE and
MOI-SVM. We find that for

� 'Ü��	 à all these algorithms
return 100% performance on training and validation sets,
identifying the best feature subsets. For

� 'ë@ , MOI-P
returns the sub-optimal set 4 1,4 : and the performance on
the validation set is �9��-E£9�?� , whereas MOI-BE and SVM-
MOI are equal and optimal. For

� '�7 , MOI-BE, having
discarded feature � early in the recursion, returns suboptimal
performance relative to MOI-SVM. Thus, our intuition is
confirmed: In general, the ability to back-track makes MOI-
SVM superior to MOI-BE, which in turn improves upon MOI-
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P.
2) Parity: The Parity problem studied here is a 15 feature

version, with 5 irrelevant features, 5 relevant features and 5
redundant features. Each redundant feature is a duplicate of
a relevant feature. This problem has been examined to show
situations where MOI algorithms fail. We report only for MOI-
MLP, but the conclusions generalize to other algorithms. When
tested with

� '>7���	U£q	A� , it is found that there is a very large
variance in the final performance. For certain initial sets, MOI-
MLP happens to pick up a set with 5 independent relevant
features and the classifier performs close to 100%. For other
initial sets, it fails to find such a set and the performance
of the final classifier is close to 50%. The failure of MOI
can be understood as follows. For the parity problem, the fall
in classifier performance for incorrect features is total. At a
performance close to random guesswork, �������A� R 
w'ê� . Thus
as soon as such a set is picked during the iterative process,
all the current features receive ��- � credits. In the absence
of graded credits, the directed search cannot function. The
algorithm iterates blindly and sometimes chances upon a good
set. (Thus the ‘success’ of MOI for the parity problem is
due to the density of good subsets among the total set of
size

�
subsets rather than a successful directed search.) This

situation arises because the lack of a single feature can totally
degrade classifier performance for Parity. For real problems,
the absence of a single feature seldom reduces the performance
of a trained classifier to chance level.

B. Real World Data Sets

We have performed experiments on real world data sets
drawn from the UCI machine learning repository and subsets
of the Reuters-21578 text collection [17]. 12 data sets - 6
each for MLPs and SVMs were selected and their particulars
(Number of Classes, Features, Training/Test/Validation splits,
and the classifier parameters used) are listed in Table I and
Table II. The choice was made so as to facilitate compar-
isons with results reported elsewhere. Separate sets were used
for training the classifier and for computing ���������"Ro
 . The
performance of the final classifier was tested on an unseen
validation data set. Separate validation sets were not used if
three splittings caused under-representation of any class. In
some cases, results were averaged over multiple random splits
so as to match experimental protocols used elsewhere. Due to
the difference between software packages used for training and
unreported parameters, the performance of the classifiers on
the full set of features for a data set often did not match across
published results and our experiments. In such cases, in order
to focus on feature selection, we report relative performance
in terms of the ratio of accuracies obtained with the selected
features and the full feature set.

C. Feature Selection in MLPs

1) Breast-Cancer and Vote: Table III and IV compare the
performance of MOI-MLP with the NNFS [20] and the
ANNIGMA [11] wrappers. These wrappers are reported to
be the best performing methods on these data sets, among
a variety of feature selection methods for MLPs explored in

TABLE I

DATA SETS USED FOR MLPS. (xN denotes N random splits; K-X-Y denotes

an architecture with K features, X hidden layer neurons and Y output

neurons)

Data Set ì í�ì N Train,Test,Validation Architecture

Breast-Cancer 2 9 174,176,349 (x30) K-12-2
DNA 3 180 2000,1186,0 K-5-3

Landsat 6 36 4435,1000,1000 K-60-6
Sonar 2 60 104,104,0 K-3-2

Vehicle 4 18 423,423,0 K-30-4
Vote 2 16 197,21,217 (x30) K-3-2

TABLE II

DATA SETS USED FOR SVMS. (xN denotes N random splits)

Data Set ì í�ì N Train,Test,Validation SVM Kernel

SAT 6 36 4435,1000,1000 RBF( î ´{ï�ð ïUï�¹ )
Vehicle 4 18 282,282,282 RBF( î ´{ï�ð ïUï�¹ )
Yeast 5 79 121,87,0 (x8) RBF( î ´zï�ð ï�¹ )

Reuters-1 3 2225 199,113,0 Linear
Reuters-2 3 2344 193,162,0 Linear
Reuters-3 5 8167 3257,2912,0 Linear

[11]. NNFS uses a training objective function consisting of two
terms - the output cross-entropy and a penalty on the number
of weights in the network. The basis of feature selection in
MLPs using NNFS is therefore, network pruning. ANNIGMA
implements a directed search strategy based on crediting
features according to the weights associated with them. NNFS
and ANNIGMA are designed to also find an optimal K; we
make a comparison with the best two values of K for MOI-
MLP. The relative improvement in MLP performance with
feature selection is best using MOI-MLP, on the breast cancer
data set.

2) DNA: The DNA data set was used to compare the per-
formance of MOI-MLP with popular filters like Information
Gain (IG) [15] and ñ \ -statistic (Chi) [25]. Another well
known filter Relieff assigns a relevance weight to each feature
based on its capability to distinguish between nearest examples
of the same class and opposite classes [13]. Table V reports
the performance of an MLP trained with the filtered features
using these methods versus MOI-MLP. We find that MOI-MLP
outperforms the filters for K=80,30,11 and 3.

TABLE III

COMPARATIVE PERFORMANCE OF MOI-MLP ON BREAST-CANCER. (K:N

denotes ratio of MLP accuracy with the selected K and all N features.)

Methods ANNIGMA NNFS MOI MOI

K 2.8 2.7 3 4
K:N 0.9958 1.0022 1.0082 1.0118

TABLE IV

COMPARATIVE PERFORMANCE OF MOI-MLP ON VOTE. (K:N denotes

ratio of accuracies with K and N features.)

Methods ANNIGMA NNFS MOI MOI

K 2 2 2 1
K:N 1.0 1.03 0.999 1.01
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TABLE V

COMPARATIVE PERFORMANCE OF MOI-MLP ON DNA

K MOI IG Chi ReliefF

180 94.2 94.2 94.2 94.2
80 95.3 94.9 91.9 94.6
30 95.5 95.1 95.1 94.4
11 94.0 89.5 89.5 91.7
6 88.5 87.0 89.0 89.0
3 80.7 75.4 75.4 75.4
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Fig. 1. Comparative performance of MOI-MLP on Vehicle

3) Vehicle: Fig 1 plots the performance of MOI-MLP for
the entire range of feature selections and compares it with
the performance of an MLP trained on features provided
by MIFS (described in Secion I) and a variety of feature
transformation methods - PCA, LDA [5], MMIP and SMIFE
(described in Secion I) . MOI-MLP out-performs all other
methods especially for smaller values of K. For comparison,
we have also plotted the performance of MOI-P for an SVM. It
can be seen that the SVM performance is relatively unaffected
by the presence of unnecessary features (K=8 to K=16). A
feature selection performed by MOI-P indeed improves its
performance (e.g, for K=6).

4) Landsat: Table VI compares the performance of MOI-
MLP with a number of other methods. Most methods are able
to improve upon the performance of the MLP with respect to
its performance on the full feature set for moderate values of
K. For K=5, we find only SMIFE and MOI-MLP to maintain
improvements in performance.

5) Sonar: The results of MOI-MLP for this data set are
presented in Table VII. For comparison, results reported in

TABLE VI

COMPARATIVE PERFORMANCE OF MOI-MLP ON LANDSAT. (First row

reports performance on N features. Other rows report the ratio of

accuracies with K and with N features.)

K MOI SMIFE2 MMIP MIFS IG PCA LDA

36 71.5% 77.6% 79.0% 79.3% 85.1% 78.9% 78.7%
30 1.05 1.03 1.01 1.00 1.02 1.00 1.00
18 1.04 1.04 1.01 1.00 1.02 1.00 1.00
10 1.02 1.04 1.00 0.98 1.01 1.00 0.98
5 1.03 1.03 1.01 0.87 0.97 1.00 0.89

TABLE VII

COMPARATIVE PERFORMANCE OF MOI-MLP ON SONAR

K Random PCA MIFS MOI Iter.

60 82.9 (2.9) 82.9 (2.9) 82.9 (2.9) 82.9 (2.9) 1.0
18 78.5 (5.1) 72.7 (3.7) 79.2 (1.3) 84.5 (1.1) 60.5
12 76.9 (4.1) 63.7 (3.2) 78.9 (3.0) 83.7 (0.7) 59.7
6 68.1 (4.1) 63.2 (4.0) 75.1 (4.1) 80.6 (1.5) 63.0

TABLE VIII

COMPARATIVE PERFORMANCE ON YEAST. (First row reports

performance on N features. Other rows report the ratio of accuracies with K

and with N features.)

K AROM RFE MOI-P MOI-BE MOI-SVM

79 95.7(1.1) 95.7(1.1) 94.52(1.31) 94.52(1.31) 94.52(1.31)
10 1.0199 0.9801 0.9746 0.9822 1.0068
20 0.9906 0.9801 0.9890 0.9999 1.0215
40 1.0094 1.0094 0.9930 1.0053 1.0188

Battiti [1] are also listed for MIFS, PCA and random selection.
The last column confirms that the average number of iterations
required for convergence scales linearly with �ò� � .

D. Feature Selection in SVMs

1) Yeast: Table VIII lists the performance of MOI-P, MOI-
BE and MOI-SVM and compares them with results using
the Approximation of zero norm minimization(AROM) [24]
(AROM) and the recursive feature elimination (RFE) meth-
ods reported in [24]. AROM sets up linear programs to
approximately minimize the number of non-zero components
of the SVM weight vector under suitable constraints. RFE is
very similar to MOI-BE and performs margin based backward
elimination. MOI-SVM is the only algorithm that demonstrates
relative improvement for all selections attempted and outper-
forms MOI-P and MOI-BE as expected. The comparison is
not rigorous since we train the multi-class SVM on lesser data
using gaussian kernels, and report the results averaged over 8
random data splits. In [24], 8-fold cross validation results are
reported on experiments using a linear kernel.

2) Vehicle: Fig 2 compares the performance of the SVM
wrappers with classical feature transformation methods like
PCA and LDA and several popular filters. The Shared Variance
(SV) and Gain Ratio (GR) are normalized versions of the ñ \ -
statistic and Information Gain (IG) respectively [25]. We find
the multiclass SVM with LDA features to excel for K=3, but
LDA cannot produce more than 3 features for this 4-class
problem. For moderate feature selection (K=9 to K=18) MOI-
P, MOI-BE and MOI-SVM return identical performance. In
this domain, MOI-P is the best strategy since it is inexpensive
and performs just as well. For smaller values of K, MOI-SVM
is able to select better features and the performance of MOI-
BE is bracketed between MOI-P and MOI-SVM. Observe that
for K=2 and K=3, MOI-BE is actually worse than MOI-P. This
reiterates the harmful effect of relying on the performance
of SVMs successively trained with features that are greedily
eliminated.
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Fig. 2. Comparative performance of SVM on VEHICLE
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Fig. 3. Comparative performance of SVM on LANDSAT

3) Landsat: The Landsat data set is considered difficult
for greedy feature selection algorithms [23]. The objective
here is to compare MOI-P with statistical and information
theoretic filters. We find, as shown in Fig 3, MOI-P to compare
favorably for low to moderate feature selection (K=36 to K=7),
but is outperformed for smaller values of K. In this domain,
MOI-SVM is able to improve upon all the filters.

4) Text Classification: We constructed three subsets of the
Reuters collection involving a very large number of features.
The first subset Reuters-1 comprises of articles on the topics
coffee, iron-steel and livestock. These topics are not likely to
have many meaningful overlapping words. The second subset
Reuters-2 contains articles on reserves, gold and gross national
product, likely to have similar words used in different contexts
across these topics. Reuters-3 was constructed to examine
the performance of MOI-P on even larger dimensionality. It
contains articles on the five most frequent Reuters categories :
earn, acq, money-fx, grain and crude. Each article was binary-
encoded where each feature denoted whether a particular word
occurred in the article or not. As a preprocessing step, all
articles with more than 30% content numeric were excluded
from the dataset and words occurring less than 3 times in each
dataset were eliminated to remove extremely rare words. We
compare MOI-P against Information gain for drastic feature
selection selecting top 20% features [22].

As Table IX shows, with both IG and MOI-P, the classifier
maintains acceptable levels of performance on drastic feature
reduction. Recall that IG involves direct computation of mutual

information (MI) between the continuous inputs and desired
outputs. MOI-P involves (i) an approximate optimization using
SVM training and (ii) MI computation only at the output and
indirect labeling of inputs. The results in Table IX validates the
appropriateness of both these approximations. As for resource
consumption, the major component of MOI-P runtime is the
training time of the binary SVMs with all the features. For the
largest dataset, Reuters-3, the training time had an average of
11 min per SVM. The feature crediting module is very quick
since it processes only the support vectors, which in Reuters-3,
average 475 per class. It is reasonable to hope to improve upon
these results using MOI-BE, eliminating multiple features per
step or by using MOI-SVM for more exhaustive selection.

TABLE IX

PERFORMANCE ON THE REUTERS DATASET (Classification Accuracy (CA)

and Relative Output Information (R.O.I) ó ± �1ô(� � ³ /H(Y))

Dataset N IG MOI-P
Train, Test K CA, ROI CA, ROI

Reuters-1 2225 96.46%, 87.42% 96.46%, 87.42%
199,113 431 99.12%, 96.18% 98.23%, 93.45%

Reuters-2 2344 94.44%, 77.95% 94.44%, 77.95%
193,162 458 95.67%, 83.72% 93.83%, 76.52%

Reuters-3 8167 93.00%, 78.80% 93.00%, 78.80%
3257,2912 1167 92.00%, 76.77% 93.10%, 79.00%

V. CONCLUSIONS

We have proposed output information �����^���"R?
 as a new
information theoretic objective function for evaluating clas-
sifiers; and demonstrated its utility for the task of feature
selection in MLPs and SVMs. This objective function is
computationally inexpensive and scalable, immune to bias in
input distribution and theoretically well founded. The MOI
algorithms attempt to optimize it by greedy feature elimination
and directed search in the feature subset space. These algo-
rithms incorporate useful properties of the classifiers and com-
pare favorably with a number of statistical and information-
theoretic methods on several artificial and real world problems.
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